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In this article, we propose the log-exponentiated Fréchet regression model based on exponentiated Fréchet distribution. Maximum likelihood and jackknife methods are used to estimate the proposed model parameters based on censored data. Model assumptions are checked using martingale and deviance residuals. Moreover, global influence is used to detect influential observations. The behavior of the maximum likelihood and jackknife estimators is investigated through Monte Carlo simulation. The empirical distribution of the martingale and deviance residuals of the proposed model is examined. Leukemia data is analyzed to show the flexibility of the proposed model.  
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1.	Introduction *The construction of flexible distributions has attracted the attention of many statisticians. These distributions can be used to propose a useful parametric model for lifetime data. In survival analysis applications, the study of the effect of covariates on survival time is critical. Different types of regression models can be suggested in survival analysis such as the log-location-scale regression model which has been used in clinical trials, see Lawless (2003). In recent times, log-location-scale regression model has been conducted frequently in many studies. Among these, the study of log-Burr XII regression model proposed by Silva et al. (2008), the log-modified Weibull regression model proposed by Carrasco et al. (2008), the log-generalized modified Weibull regression model proposed by Ortega et al. (2011), the log-exponentiated Weibull regression model with interval-censored analysis proposed by Hashimoto et al. (2009), the log-Weibull extended regression model proposed by Silva et al. (2010), the log-beta Weibull regression model proposed by Ortega et al. (2011), the log-Burr XII regression model with grouped survival data introduced by Hashimoto et al. (2012), the log-beta log-logistic regression model introduced by Mahmoud et al. (2015), the log-odd log-logistic Weibull regression model introduced by Cruz et al. (2016). The exponentiated Fréchet (EF) distribution could be used in a wide number of lifetime 
                                                 * Corresponding Author.  Email Address: hhalamoudi@kau.edu.sa (H. Al-Amoudi) 

applications including Fréchet distribution applications such as earthquakes, floods, horse racing, rainfall and wind speeds, see Kotz and Nadarajah (2000). Nadarajah and Kotz (2006) proposed the EF distribution using the exponentiated exponential distribution manner. The cumulative distribution function (cdf) and the corresponding probability density function (pdf) are respectively given by: F(t; α, λ, γ) = 1 − 1 − exp ൜− ቀஓ୲ቁൠ൨ ;  t > 0,  f(t; α, λ, γ) = αλγ  1 − exp ൜− ቀஓ୲ቁൠ൨ିଵ             (1) tି(ାଵ) exp ൜− ቀஓ୲ቁൠ ;            t > 0,  where α > 0 and λ > 0 are shape parameters, and γ > 0  is the scale parameter. This article aims to investigate the aspects of classical analysis for modeling censored data based on LEF regression model. Asymptotic distribution of the maximum likelihood (ML) estimators is carried out which is useful for small sample size where the normality assumption is hard to justify. Therefore, the use jackknife estimator is explored for the log-exponentiated Fréchet (LEF) regression model for censored data. Moreover, it is essential after modeling to examine the assumptions and perform a diagnosis approach based on case deletion to detect influential and outlying observations, see Cook (1977). The article is structured as follows: Section 2 presents a brief study on the LEF distribution. The LEF regression model is introduced in Section 3. Section 4 provides estimate of model parameters using ML and jackknife methods based on censored 
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data. Global sensitivity analysis is discussed in Section 5. In section 6, a residual analysis is performed to assess the departures from the underlying LEF model and to detect outliers. In section 7, Monte Carlo simulation is conducted to estimate model parameters. Leukemia data set is analyzed to demonstrate the results based on the new regression model in Section 8. Finally, concluding remarks are presented in Section 9. 
2.	The	log‐exponentiated	Fréchet	distribution	If we assume that the random variable T having the EF with density function in (1), then the random variable, Y = log (T) will have LEF distribution with transformation parameters σ = 1 λ⁄   and μ = log (γ). Therefore, the pdf and cdf for LEF distribution can be written as: f(y; α, σ, μ) =  exp ቄ− ቀ୷ିஜ ቁቅ  ቂ1 − exp ቄ−exp ቂ− ቀ୷ିஜ ቁቃቅቃିଵ   exp ቄ−exp ቂ− ቀ୷ିஜ ቁቃቅ ; −∞ < y < ∞,                    (2) F(y; σ, μ) = 1 − ቂ1 − exp ቄ−exp ቂ− ቀ୷ିஜ ቁቃቅቃ.   where α > 0, σ > 0 and − ∞ < μ < ∞ are the shape, scale, and location parameters respectively. The survival and hazard functions are defined as:  S(y; α, σ, μ) = ቂ1 − exp ቄ−exp ቂ− ቀ୷ିஜ ቁቃቅቃ  h(y; α, σ, μ) = ಉಚ ୣ୶୮ቄିቀ౯షಔಚ ቁିୣ୶୮ቂିቀ౯షಔಚ ቁቃቅቂଵିୣ୶୮ቄିୣ୶୮ቂିቀ౯షಔಚ ቁቃቅቃ   It can be noted from Fig. 1 that the LEF distribution has a single mode. The LEF distribution has a monotonic increasing survival function and a monotonic decreasing hazard function. The standardized random variable Z = (y − μ) σ⁄  has the following density function:  f(z) = α exp(−z) ሾ1 − expሼ− exp(−z)ሽሿିଵ								expሼ−exp (−z)ሽ; −∞ < z < ∞ .                              (3) and its survival function is given by: S(z) = ሾ1 − expሼ−exp (−z)ሽሿ.   For the variable Y, the moment generating function can be written as: Mଢ଼(t) =  exp (ty)ஶିஶ  f(y)dy . with setting u = exp ቂ− ቀ୷ିஜ ቁቃ, My(t) can be reduced to:  Mଢ଼(t) = α exp(tμ)   uି୲ ሾ1 − eି୳ሿିଵஶ                                                  eି୳ du.  For α > 1 real non integer, 0 < eି୳ < 1  and u > 0, using the binomial series expansion: ሾ1 − eି୳ሿିଵ = ∑ C୨ିଵ  (−1)୨ஶ୨ୀ eି୨୳  ,   then, the Mଢ଼(t) can be rewritten as: Mଢ଼(t) = α  exp(tμ)  Γ(1 − tσ) ∑ C୨ିଵ  ஶ୨ୀ  (ିଵ)ౠ(ଵା୨)భష౪ಚ  , tσ < 1,  where, C୨ିଵ = (ିଵ)!୨!(ିଵି୨)!   is the binomial coefficient. 
3.	 The	 log‐Exponentiated	 Fréchet	 regression	
model	

For lifetime data, we can use regression model where we can investigate the relations between independent variables and the survival time. Therefore, the model in (2) can be written as linear log- location-scale regression model:  y୧ = βx୧ + σz୧ ;    i = 1,2,3, … , n ,                          (4) where  z୧ is the random error with density function in (3), β = ൫βଵ, … , β୮൯ and σ > 0 are unknown parameters, and x୧ = ൫x୧ଵ, … , x୧୮൯ is the vector of independent explanatory variables. The parameter μ୧ = βx୧	 is the location of  Y୧. The location parameter vector μ = (μଵ, … , μ୬) can be represented as a linear model such that μ = βX, where X = (xଵ, … , x୬) is a known model matrix. 

 
Fig.	1:	Plot of the LEF density for some parameter values	

	In this case, the survival function of Y|x is given by: S(y|x) = ቂ1 − exp ቄ−exp ቂ− ቀ୷ିܑܠ܂ ቁቃቅቃ.  
4.	Estimation		

4.1.	Maximum	Likelihood	Estimation	For inference, we use ML method to estimate model parameters. If (yଵ, τଵ, xଵ), … , (y୬, τ୬, x୬) is a right censored random sample of n observations, where  y୧ = ൜   log(t୧)    if    τ୧ = 1   log(c୧)    if    τ୧ = 0,  x୧ is the vector of explanatory variables, t୧ and c୧ are lifetimes and censoring times, respectively. If the censoring times and lifetimes are random and independent then the log-likelihood function is given by: ݈(ી) =−rlog(σ) + rlog(α) +∑ τ୧ ൜−z୧ − exp(−z୧) + (α − 1)logሾ1 − expሼ−exp(−z୧)ሽሿൠ୬୧ୀଵ + ∑ (1 −୬୧ୀଵτ୧)α logሾ1 − expሼ−exp(−z୧)ሽሿ                                 (5)  
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where r denotes the number of uncensored observations, ી = (α, σ, ܂) and z୧ = (y୧ − ܑܠ܂) σ⁄ .  The ML estimate for parameter vectors ી could be obtained by maximizing the log- likelihood in (5). The distribution of	 ી is asymptotically normal using some regularity conditions with covariance matrix that represents the inverse of the Fisher information matrix I(ી)ିଵ where,  I(ી) =E ቂ− ቀபమ(ી)பી பી܂ቁቃ. Since the censored observations are present, the computation of the Fisher information matrix is difficult. Therefore, the asymptotic Fisher information (observed matrix) can be obtained by omitting the expectation from I(θ). Then the asymptotic normal approximation for θ could be defined as  θ~N(୮ାଵ)൛θ, Lሷ (θ)ିଵൟ, where Lሷ (θ) = − ቀபమℓ()ப பቁ is the (p + 2) × (p + 2) observed matrix such that Lሷ (ી) =

ۈۉ
ۇۈۈ

− பమ (ી)பమ ቚ,ෝ,ෝ − பమ (ી)ப ப ቚ,ෝ,ෝ − பమ (ી)ப பஒౠ ฬ,ෝ,ෝ− பమ (ી)ப ப ቚ,ෝ,ෝ − பమ (ી)பమ ቚ,ෝ,ෝ − பమ (ી)ப பஒౠ ฬ,ෝ,ෝ− பమ (ી)பஒౠ பฬ,ෝ,ෝ − பమ (ી)பஒౠ பฬ,ෝ,ෝ − பమ (ી)பஒౠ பஒౡฬ,ෝ,ෝۋی
  ,ۊۋۋ

where j, k = 1, … , p, and the submatrices can be obtained from authors upon request.  
4.2.	Jackknife	estimation	Jackknife estimation is used to improve the estimate of the parameter by reducing the bias of the estimate. The method is based on “leave one out” procedure. Miller (1974) uses jackknife in linear models to estimate the variance and bias for model parameters, see Tu and Shao (1995). Suppose that ݔଵ , , ଶݔ … ,  is independent identically distributed random sample and θ is the parameter estimator of the whole sample. Then θି୧ is the parameter estimate when we drop the ith observation from the sample. The pseudo-value of the ith observation can be calculated as the difference between parameter estimation from whole sample and parameter estimation obtained without the ith observation. That is,  θ෨୧ݔ = nθ − (n − 1)θି୧ . The Jackknife estimate of θ, denoted  θ୨ is the average of pseudo-values:  θ୨ = ଵ୬ ∑ θ෨୧୬୧ୀଵ , therefore, the jackknife bias estimator is: b = (n − 1)൫θ୨ − θ൯. An approximate 100(1 − confidence interval for θ is given by: θ୨ %(ߙ ± t ଶ⁄ ,୬ିଵ  s √nൗ . See, Sahinler and Topuz (2007) and Algamal and Rasheed (2010).  
5.	Sensitivity	analysis:	Global	Influence	

Sensitivity represents the deviation in the model output with respect to the changes in the model’s input(s). Global influence is the diagnostic influence depend on case deletion that represents one of the tools to perform sensitivity analysis introduced by Cook (1977). Case deletion is a popular method to investigate the influence of taking out the i୲୦case from the data on the parameter estimate. This method compares between θ and θି୧, where θି୧ is ML estimate when the i୲୦ case is deleted from original data. Then the i୲୦ case could be considered as influential observation if θି୧ is far from θ.  This methodology was conducted in many statistical models, for example, Christensen et al. (1992) and Xie and Wei (2007). The case deletion model for the LEF regression model (4) is given by: Y = ܑܠ܂ + σZ୧;    J = 1,2,3, … , n, J ≠ i.                 (6) For model in (6),  θ ି୧ = ቀαෝ(୧), σෝ(୧), β(୧)ቁ denotes the ML estimate of θ when ith case is deleted. Then, the generalized cook distance and likelihood distance are used to measure the effect of the ith case on the ML estimate θ = ൫αෝ, σෝ, β൯. Generalized cook distance is the method that measure global influence defined as the standardized norm of θି୧ − θ. GD୧(ી) = ൫ીି୧ − ી൯ᇱ൛Lሷ (ી)ൟ൫ીି୧ − ી൯,  where Lሷ (θ) is the observed information matrix. The likelihood distance is another method to measure the difference between θ and θି୧: LD୧(ી) = 2൛ ݈൫ી൯ −  ݈൫ીିܑ൯ൟ,		where ݈൫θ൯ is the log likelihood function of θ from original data and ݈൫θି୧൯ is the log likelihood function of θ when ith case is deleted from original data. 
6.	Analysis	of	residual	Residual analysis is conducted to examine the assumptions and detect outlying observations. In survival analysis with right censored data, martingale and deviance residuals are performed to assess leverage and goodness of fit, for more details about the martingale and deviance residuals in parametric lifetime model, see Collett (2003).  
6.1.	Martingale	residual	The martingale residual is defined in Barlow and Prentice (1988) as:	r = δ୧ + log Sଢ଼(y୧, θ), where δ୧ is the censoring indicator that takes 0 if censored and 1 if a lifetime, and  Sଢ଼(y୧, θ) is the survival function for LEF regression model. Therefore, the martingale residual for LEF regression model can be written as 

r = ൞1 + αෝ logሼ1 − expሾ− exp(−zො୧)ሿሽ   if       i ∈ life time   αෝ logሼ1 − expሾ− exp(−zො୧)ሿሽ            if         i ∈ censored ,  
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where r is skewed and between −∞ and 1. Thus, we use transform the martingale residual to reduce the skewness. 
6.2.	Deviance	residual Therneau et al. (1990) proposed deviance residuals for Cox model with no time-dependent explanatory variables and is written as:  rୈ = sign(r)൛−2ൣr + δ୧ log൫δ୧ − r൯൧ൟభమ,   here, rୈ is more symmetrically about zero from martingale residual. Thus, the deviance residual for LEF regression model is:  

rୈ =
ەۖۖ
۔ۖۖ
ۓۖۖ sign(1 + αෝ logሼ1 − expሾ− exp(−zො୧)ሿሽ)൜−2 1 + αෝ logሼ1 − expሾ− exp(−zො୧)ሿሽ +log(−αෝ logሼ1 − expሾ− exp(−zො୧)ሿሽ)൨ൠଵଶif       i ∈ life timesign( αෝ logሼ1 − expሾ− exp(−zො୧)ሿሽ)൛−2 αෝ logሼ1 − expሾ− exp(−zො୧)ሿሽൟଵଶ   if      i ∈ censored 

. 
The pots of the martingale and deviance residuals, versus the adjusted values should provide 

random behavior around zero if the model is adequate.  
7.	Simulation	studies	We performed Monte Carlo simulation to examine the estimates of model parameters α, σ and βଵ when β is fixed and equal to 5, using ML and jackknife methods. This simulation was conducted for different sample sizes, n=30, 50, and 100, generated from EF distribution with the parameters α = 0.3, λ = 1.4 and γ = 50, using various percentages of censoring (PC), 10, 30, and 50. We generate 1000 samples for each sample size and percentage of censoring. Table 1 displays the ML and jackknife parameter estimates along with the corresponding average of standard error (SE) for LEF regression model given in (4). From these results, it can be noted that the SE of estimates using jackknife method is mostly smaller compared to the  corresponding SE of estimates using ML method. Moreover, the SE of estimates increases as censoring percentage increases for the same sample size and the SE of estimates decreases as the sample size increases.  

	
Table	1:	Maximum likelihood and jackknife estimates for the LEF regression model	JackknifeMLθ PC n SE  Estimate SE Estimate  0.0828  0.3611  0.1243  0.3331  10% ߙ  

30  

  10% ߙ  ଵ 0.0399  0.3533  0.0917  0.3429ߚ  1.5334− 0.8310 1.4879− 0.6492 ߪ  0.9006  0.2461  0.9949  0.3125  50% ߙ  ଵ 0.0991  0.3624  0.1583  0.3378ߚ  1.5774− 0.7789 1.5020− 0.5803 ߪ  0.8670  0.2332  0.9719  0.2618  30% ߙ  ଵ 0.0849  0.3645  0.1420  0.3371ߚ  1.5961− 0.7372 1.5284− 0.5723 ߪ  0.8595  0.2211  0.9546  0.2453

50  

  10% ߙ  ଵ 0.0070  0.3460  0.0603  0.3451ߚ  1.5318− 0.6277 1.5378− 0.4079 ߪ  0.9294  0.1834  0.9793  0.1883  50% ߙ  ଵ 0.0407  0.3542  0.1169  0.3424ߚ  1.5646− 0.5816 1.5661− 0.3931 ߪ  0.9106  0.1689  0.9482  0.1614  30% ߙ  ଵ 0.0374  0.3528  0.1013  0.3434ߚ  1.5835− 0.5582 1.5790− 0.3925 ߪ  0.8987  0.1619  0.9336  0.1492

100  

 ଵ       In addition, the form of the empirical distribution of r and rୈ residuals is examined by computing r and rୈ residuals based on ML estimates. Then, a plot of the mean ordered residuals versus theߚ  1.5291− 0.4305 1.5492− 0.2653 ߪ  0.9569  0.1226  0.9668  0.1191  50% ߙ  ଵ 0.0083  0.3458  0.0776  0.3451ߚ  1.5661− 0.3984 1.5792− 0.2573 ߪ  0.9252  0.1109  0.9363  0.1005  30% ߙ  ଵ 0.0072  0.3460  0.0669  0.3451ߚ  1.5786− 0.3791 1.5912− 0.2553 ߪ  0.9081  0.1054  0.9188  0.0890
expected quantiles of the standard normal distribution (SND) is presented in Fig. 2 and Fig. 3. Appendix A illustrates the steps used to compute the ML estimates and residuals for LEF regression 
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model. From Fig. 2 and Fig. 3, it is clear that the empirical distribution of the deviance residual shows close agreement to the SND compared to the martingale residual. Moreover, the empirical distribution of the deviance residual moves away from the SND when the censoring percentage increases and it approaches the SND as the sample size increases. 
8.	Leukemia	Data	This data set of survival time for 33 patients whose diagnose leukemia described in Lawless (2003) is used to demonstrate the performance of the LEF regression model. This data consists of three 

variables, survival times in weeks and two explanatory variables: white blood cells count (WBC) at diagnosis and a binary variable (AG) is white blood cells characteristics test indicate positive test (AG=1) or negative test (AG=0). The following variables in the study are: t୧: Survival time observed (in weeks). y୧: Log survival time observed (in weeks). status୧: Censoring indicator (0=censoring, 1=lifetime). x୧ଵ: White blood cells characteristics test (0= negative, 1= positive).  x୧ଶ: White blood cells count (in thousands).   n=30 and 10% censoring 

 

n=30 and 30% censoring 

 

n=30 and 50% censoring 

n=50 and 10% censoring 

 

n=50 and 30% censoring 

 

n=50 and 50% censoring 

n=100 and 10% censoring 

 

n=100 and 30% censoring 

  

n=100 and 50% censoring 

 
Fig.	2: Normal probability plots for the martingale residual at sample size n=30, 50 and 100, different censoring percentages =10, 30, and 50, and parameter value α = 0.3, σ = 1/1.4, and fixed β = 5   
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n=30 and 10% censoring 

 

n=30 and 30% censoring 

 

n=30 and 50% censoring 

n=50 and 10% censoring 

 

n=50 and 30% censoring 

 

n=30 and 50% censoring 

n=100 and 10% censoring 

 

n=100 and 30% censoring 

 

n=100 and 50% censoring 

Fig.	3: Normal probability plots for the deviance residual at sample size n=30, 50, and 100, different censoring percentages =10, 30, and 50, and parameter value α = 0.3, σ = 1/1.4, and fixed β = 5  
8.1.	Model	validation	To examine the suitability of the proposed model, a plot of the empirical survival function using Kaplan-Meier (KM) estimates and the estimated survival function by fitting the EF model is presented in Fig. 4. It is clear that the logarithm of the times to event follows LEF distribution. Therefore, the model fitted can be written as: y୧ = β + βଵx୧ଵ + βଶlog (x୧ଶ) + σz୧;                        (7)  i = 1,2, … ,33  where y୧ follows the LEF distribution given in (2). 
8.2.	Maximum	likelihood	estimation	ML and jackknife methods are used to estimate the model parameters in (7) along with the SE, 95% confidence interval (CI) and p-value as shown in the Table 2. It can be seen that the explanatory variables xଵ   and log (xଶ) are significant using both methods. Also, both methods provide very similar estimates except for parameter ߪ. Moreover, it can be concluded from the parameter estimates that the log of survival time for leukemic patients increases 

when AG test is positive and white blood cells count are low at diagnosis.  

 
Fig.	4: Plot the survival function by fitting the EF distribution and KM function for leukemia data  
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Fig. 5 represents the survival function corresponding to explanatory variables for the fitted LEF regression model. From Fig. 5A, it can be seen that S(4|AG = 0) = 0.5760, which is approximately 58% of the patients who have negative AG test at the diagnosis will be alive at y = 4 (≈ 55 weeks). Furthermore, for patients who have positive AG test at the diagnosis, S(4|AG = 1) = 0.8769, that is, approximately 88% of patients will be alive at y = 4. 

Analogously, Fig. 5B shows that S(3|WBC = 2) = 0.7250, which means that about 73% of the patients who reached 2000 white blood cells at the diagnosis will be alive at y = 3 (≈ 20 weeks). However, for patients who reached 25000 and 100000 white blood cells, S(3|WBC = 25) = 0.1909 and S(3|WBC = 100) = 0.0682, this means that the percentages of the patients that will be alive at y = 3 decreases to 19% and 7% respectively.  

 
Fig.	5: Fitted survival functions from the LEF regression model for the leukemia. (A) for x1 = AG test, (B) for x2 = WBC  

8.3.	Global	influence The case-deletion measures GD୧(ી) and LD୧(ી) that presented in section 5 are numerically 
computed. Fig. 6A and Fig. 6B represent the influence measure index plots. It can be seen that the case 21 is a possible influential observation.  

	
Fig.	6: A) Plot the index of generalized Cook distance for theta. B) Plot the index of likelihood distance for theta  

8.4.	Analysis	of	residual	The deviance residual against the index of survival time for the fitted model is shown in Fig. 7A. It is clear that almost all observations fall on the 
interval (−3, 3) and are distributed randomly about zero. Fig. 7B shows the normal probability plot for the deviance residual with the simulated envelope; see Ortega et al. (2011) and Zhao et al. (2011). 
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Therefore, LEF regression model provides a suitable fit for leukemia data. 
  

 

  

  
Fig.	7: A) Index plot of deviance residual. B) Normal probability plot for the deviance residual with envelopes  

8.5.	 Comparison	 between	 Log‐Weibull	 and	 LEF	
Regression	Models	In Lawless (2003), analysis has been conducted on the previous leukemia survival time data under log-Weibull regression model. Therefore, we conduct a comparison between log-Weibull and LEF 

regression model based on AIC and BIC criteria. Table 3 displays the results of these criteria which show that the LEF regression model is more appropriate model compared to the log-Weibull regression model with smaller values of AIC and BIC.   
Table	2: The ML and Jackknife estimates for the parameters of the LEF regression model ી ML Jackknife Estimate SE 95% CI p-value Estimate SE 95% CI (6.0777 , 0.0000) 2.2270 1.7128 ࢻ - 1.8395 2.1381 - (3.4002 , 0.0000) 0.9754 1.4884 ࣌ (6.0301 ,0.0000) 2.2491 1.1962  4.3788 1.5209 (1.3979 , 7.3598)  0.0039ࢼ (4.5937 , 0.0000) 4.8536 1.1961  1.0470 0.4262 (0.2116 , 1.8824) 0.0140ࢼ (7.1979 , 2.5092) 1.1399 0.5019  -0.7692 0.1703 (−1.1031, −0.4354) < 0.001ࢼ (2.1236 , 0.1563) −0.6984 0.3188 (−1.3232, −0.0736)      
Table	3: Statistics AIC and BIC for comparing the log-Weibull and LEF regression models	Model  AIC BICLog-Weibull 115.6403 121.6263LEF 113.4414 120.9239

	
9.	Concluding	remarks	This article introduced the LEF regression model with right censored lifetime data. ML and jackknife methods were used to estimate model parameters. In addition, Monte Carlo simulation indicated that there is close agreement between the SND with the distribution of the  deviance residual.  The leukemia data have illustrated the performance and validity of LEF regression model. Moreover, the robustness features of the ML estimator from the fitted LEF regression model are discussed through residuals and sensitivity analysis. The goodness of fit is conducted by constructing normal probability plot with simulated envelope where we observe that almost all observations fall within the envelope. Finally, we use leukemia data to compare the performance of LEF model and log-Weibull regression model using AIC and BIC criteria which 

indicated that the proposed model is a more appropriate model for the current data set.  
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Appendix	A:	Algorithm	ML	estimation	and	
Residual	Analysis	for	the	parameters	of	LEF	
regression	model	(1) For a given values of the parameters α =0.3, λ = 1.4, and γ = 50, Tଵ, Tଶ, … , T୬ are lifetimes from EF distribution given (1).	(2) Generate the explanatory variable x୧ from a standard uniform distribution. (3) Generate  Cଵ, Cଶ, … , C୬ as a censoring time from uniform distribution ሾ0, ρሿ, where  ρ was 
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adjusted until obtaining the required censoring percentages. (4) The log lifetimes considered in each fit were calculated as  y = minሼlog (T୧), log (C୧)ሽ. (5) Estimate model parameter given in (4) by ML method using nlminb	function in R program. (6) Compute the standard error for each estimate using hessian function in R program. (7) Compute the standardized, Martingale and deviance residuals.  (8) The above steps are repeated 1000 times. (9) Plot the martingale and deviance residuals against the expected quantiles of normal distribution. 
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